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A New Penalty Parameter Update Rule in the Augmented Lagrange
Multiplier Method for Dynamic Response Optimization

Min-Soo Kim, Dong-Hoon Choi*
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Hanyang University

Based on the value of the Lagrange multiplier and the degree of constraint activeness, a new
update rule is proposed for penalty parameters of the ALM method. The theoretical exposition
of this suggested update rule is presented by using the algorithmic interpretation and the
geometric interpretation of the augmented Lagrangian. This interpretation shows that the
penalty parameters can effect the performance of the ALM method. Also, it offers a lower limit
on the penalty parameters that makes the augmented Lagrangian to be bounded. This lower
limit forms the backbone of the proposed update rule. To investigate the numerical performance
of the update rule, it is embedded in our ALM based dynamic response optimizer, and the
optimizer is applied to solve six typical dynamic response optimization problems. Our optimiza
tion results are compared with those obtained by employing three conventional update rules
used in the literature, which shows that the suggested update rule is more efficient and more
stable than the conventional ones.
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1. Introduction

The optimal design problems of many mechani
cal systems and seismic-resistant structures are
often mathematically modeled as a dynamic
response optimization problem. It is the parame
ter dependency and implicit nature of parametric
constraint functions that make the dynamic
response optimization problem difficult and
expensive to solve. Many works (Haug and
Arora, 1979; Hsieh and Arora, 1984; Hsieh and
Arora, 1985; Paeng and Arora, 1989; Chahanda
and Arora, 1994; Kim and Choi, 1998) have
focused on efficiently dealing with parametric
constraint functions. Among these works, the
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approaches (Paeng and Arora, 1989; Chahanda
and Arora, 1994; Kim and Choi, 1998) that
employ the Augmented Lagrange Multiplier
(ALM) method showed more efficient results for
dynamic response optimization of large scale
systems than the other approaches (Haug and
Arora, 1979; Hsieh and Arora, 1984; Hsieh and
Arora, 1985) based on the primal optimization
algorithms.

In the conventional ALM method, however,
penalty parameters are generally increased in the
same manner as for the exterior penalty function
method. Although the ALM method is known to
be relatively insensitive to the values of a penalty
parameter, its efficiency may depend on the pen
alty parameter update rule because the penalty
parameter is embedded in the Lagrange multiplier
update rule.

This study is devoted to the development of a
penalty parameter update rule which can improve
the efficiency of the ALM method. The update
rule is theoretically based on the duality theory
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2. The ALM Method for Dynamic
Response Optimization

2.1 Augmented Lagrangian
To present the general idea of a new penalty

parameter update rule in the ALM method for
dynamic response optimization, a simplified
model of the dynamic response optijnization
problem is considered. It is understood that the
update rule presented here is applicable to more
complex models.

The dynamic response optimization problem is
defined as follows:

and the geometric interpretation of the augmented
Lagrangian. It is also conceptually founded on
the virtue of adaptation to Lagrange multiplier
values and constraint activeness which vary dur
ing the optimization process.

In Sec. 2, the ALM method for dynamic
response optimization is presented and the role of
penalty parameters in the ALM method is inves
tigated. In sec. 3, a new penalty parameter update
rule is proposed. In sec. 4, six typical dynamic
response optimization problems are solved by
using an ALM optimizer in which the proposed
penalty parameter update rule is embedded. Then,
optimization results are compared with those
obtained by using the three conventional update
rules used in the open literature. Finally, conclud
ing remarks are mentioned.

minimize 1Jfo(b, z)
subject to 1Jfi ib, z, a)

~O for O~a~A, i=l, ..., m (1)

to make the functional (augmented Lagrangian)
convex. This augmented Lagrangian is sequential
ly minimized by using well-developed uncon
strained optimization algorithms, which is collec
tively known as the ALM method.

The augmented Lagrangian can be defined in
various ways (Arora et al, 1991). In this study,
we exploit the augmented Lagrangian suggested
by Rockafeller (1973) and extend it to treat
parametric constraints as

A(b, z, p, r) = 1Jfo(b, z) +lA~[Pi(a)

Qi(b, z. a) ++riQi(b, z, a)2]da (2)

where Qi(b, z; a)=max[1Jfi(b, z, a), -Pi(a)/

ri]; Pi(a) ~O and ri>O are the Lagrange multi
plier function and the penalty parameter for the
i'" parametric constraint, respectively. We also
extend Rockafeller's Lagrange multiplier update
rule to handle parametric constraints as

pr1 (a) =pf'(a) +d . Qi(b, z, a) for
O~a~A, i=l, ..., m (3)

2.2 Interpretation of an augmented Lag
rangian

2.2.1 Algorithmic interpretation
From the viewpoint of the duality theory, an

augmented Lagrangian can be interpreted as the
Lagrangian for the following problem:

minimize 1f!o(b, z) + lAi;[i-riQi(b, z, a)2Jda

subject to lfJ'i(b, z, a) ~O forO~a~A, i=l, ..., m
(4)

where bERn is a vector of design variables, zE

R" is a vector of generalized velocities and dis
placements, and a is an environmental parameter
such as time or frequency. 1Jfo is the cost function
and 1Jfi is the i th parametric constraint function
that must hold over the entire parameter interval

[0, A].
In general optimization problems, the Lagran

gian might not be convex near a solution, and
hence the duality method can not be applied
(Luenberg, 1984; Gill et aI., 1981). Thus, the
penalty term is added to the Lagrangian in order

This problem is equivalent to the original
problem of Eq. (1), since the addition of a
penalty term to a cost function does not change an
optimal value. However, whereas the original
Lagrangian may not be convex near a solution, a
penalty term tends to make the Lagrangian for
Eq. (4) convex. For sufficiently large penalty
parameter values, this Lagrangian will indeed be
locally convex. This viewpoint leads to an idea of
limiting penalty parameter values from below
when they are updated.
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Fig. 1 Geometric interpretation of J.lJ r, for the i th

parametric constraint
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Fig. 3 Augmented Lagrangians for various values
of the threshold level
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The cost and constraint functions are plotted in
Fig. 2 and the constrained minimum is clearly lJfo*
=0.45 at b=1. Now, the augmented Lagrangian
function becomes

'1',
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'1',

minimize

subject to

lJ!'o(b) (bto2)2 (Sa)

lpi(b)=(I-b)/2~0 (5b)

lJ12(b)=(b-2)/2~0 (5c)

(6)

Fig. 2 Cost and constraint functions of optimiza
tion problem of Eq. (5)

2.2.2 Geometric interpretation
The augmented Lagrangian of Eq. (2) suggests

an interesting interpretation for the role of (j.t;/
ri) 's. The initial values of j.t/s are usually set at
zero, which makes Eq. (2) the same as the pseudo
-cost function of the exterior penalty function
method. At this stage, only the constraints with
positive values are penalized. For the next stage,
some (j.tJri)'s may become positive when the
corresponding constraints are positive, according
to the update rule of Eq. (3). The positive j.tJr,
pushes the threshold level for penalizing the cor
responding constraint into the feasible region as
shown in Fig. 1. This push penalizes not only the
constraints with positive values but also the con
straints with negative values that are greater than
the corresponding - j.tJrio In subsequent stages,
further increase or decrease of the value of j.tJr,
depends on the value of the corresponding con
straint, which can be easily understood from the
Lagrange multiplier update rule of Eq. (3).

To better understand the interpretation, con
sider the following optimization problem with
one variable:

( (b+2)2 {l-b
A b. r, j.t) 20 +j.t1· max -2-'

-*}+-}. YI[max{ 12 b
, -*}]+j.t2'

{
b- 2 k} Imax -2-' - r: +2'

rz[ b-2, _k]2
2 r2

Figure 3 graphically shows the augmented
Lagrangian for various values of the threshold
levels. The result implies that the augmented
Lagrangian having a larger threshold level
(design point C) leads to a more excessively
feasible design than those having smaller thresh
old levels (design points A and B). Thus, it can
be shown that the threshold level requires a lower
limit in order to avoid an excessively feasible
design.

2.3 Computational procedure of the ALM
method

Although many different versions of the ALM
methods are now available, the following algor
ithm is employed for solving the dynamic
response optimization problem in this study:

Step I Select an initial design variable vector
b", an initial Lagrange multiplier vector j.t0, and
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gest that the penalty term should satisfy the fol
lowing conditions:

The value of a2 should be greater than zero and
less than J.li, for the same reasons as for a1 in Eq.
(9). Consequently, the conditions (9) and (10)
can be combined as:

If the value of lJfi is negative or nearly zero,
however, the condition (8) includes a possibility
that the penalty parameters become negative or
infinity. Thus, we modify the condition (8) as
follows:

(9)

(8)

(10)

(II)

<, 2J.li . I 2
ri~ {11l" ~ }' t> , , ... , mmax '1'i, o 1

J.li '-1 2ri~T' z-, , ..., m

ri~ t2' i=l, 2, ..., m

As the iterative design goes to the constrained
optimum, the value of lJfl is much less than that
of lJfi since lJfi~ I. Therefore, the augmented
Lagrangian may not be bounded near the opti
mum. Thus, Eq. (7) is especially useful in making
the augmented Lagrangian convex in the vicinity
of an optimum. The condition (7) offers the
lower bound on the penalty parameters as

~.!:.& '-1 2ri lJfi ' Z- , , •••, m

where a 1 is an appropriate positive value. Also,

the value of max] lJfi' a l}should be less than 2J.li
since the penalty parameter should be intrinsi
cally greater than I in the augmented Lagrangian
of Eq. (2).

Also, from the viewpoint of shifting the thresh
old level, the shifting parameter J.lJr, is recom
mended to be less than a suitable positive value to
avoid an excessively feasible design. This concept
offers us a rough lower bound on the penalty
parameter as

where the value of ais an appropriate value in (0,
J.li)' In general, a smaller value of ais preferred as
long as a larger penalty parameter does not make
the augmented Lagrangian stiff in the design
variable space.

3. A New Update Rule for Penalty
Parameters

an initial penalty parameter vector rOo Set q =0.

Step 2 Starting from b", minimize A(b, z, u",
r q

) of Eq. (2) subject to bLs:.bs:.b u , where b':
and b" are the vectors of the lower and upper
limit values on design variables, respectively
(Kim and Choi, 1995). These side constraints are
considered separately for the design variables so
as not to have physically unrealistic values . Let
the solution be bH 1•

Step 3 At the optimum bq +1, ifthe peak of every
point-wise state variable constraint is lower than
a specified tolerance e and the relative reduction
of the cost value is less than a specified tolerance
e., then stop. Otherwise, go to Step 4.

Step 4 Update the Lagrange multipliers by Eq.
(3), then update the penalty parameters based on
the Lagrange multiplier values and the degrees of
satisfaction of the constraint functions. Go to Step
2 with q=q+ 1.

In Step 4, the penalty parameters should be
updated to suitable values. If they are too small,
there is not only the danger of unboundness of the
augmented Lagrangian but also the possibility of
ill-conditioning in the unconstrained subprob
lem. In other words, they should be bounded from
below for the subproblem to have a local mini
mum. If they are too large, the phenomenon of an
ill-conditioned subproblem occurs as in the exte
rior penalty function method. Thus, we elaborate
on our approach to the penalty parameter update
rule in the next section.

3.1 Basic concept
The interpretation of Sec. 2 implies that the

penalty parameters require the lower limit in
order to make the augmented Lagrangian convex
and to avoid an excessively feasible design.

In order to fundamentally determine the con
vexity of a function, the second derivatives of the
function are required. However, it is not practi
cally recommended due to the computational
efforts involved in obtaining them. Hence, in
order to enforce only the role of a penalty term in
the penalty-like term during line search, we sug-
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Table 1 The values of 1: for implementing the
activeness of constraints

-E
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Region I Region IT Regionill Region IV

Fig. 4 The constraint domain divided for im
plementing the activeness of constraints in
updating penalty parameter

3.2 Numerical implementation
In this study, we empirically divide constraint

domains into four regions as shown in Fig. 4 and
individually update the penalty parameter for
each of the four regions. We define Region I as a
feasible domain, Region II as an active domain,
Region III as a slightly violated domain, and
Region IV as a severely violated domain. In Fig.
4, the positive value of c is specified by a user
defined convergence tolerance for parametric con
straints.

As the optimization progresses, violated con
straints may be fully satisfied. In this case, their
corresponding Lagrange multipliers may be near
ly zero. Thus, the value of a can not be deter
mined by using only the Lagrange multiplier.
Therefore, we propose two separate penalty
parameter update rules that depends on whether
the Lagrange multipliers are zero or not. Also, we
suggest that the value of ais specified by using a
user defined convergence tolerance e, which is
based on the following two reasons:

.as the violated constraints are destined to be
less than e at the optimum, the value of c will be
the final value of the violated constraints.

• as mentioned in Sec. 2, a smaller value is
preferred for aas long as the larger penalty-like
term does not make the augmented Lagrangian
stiff.

In order to avoid the numerically ill condition
due to a larger penalty parameter, we use a
problem scaling scheme to weigh the magnitude
of a cost function and that of the penalty-like

Regions Conditions The values of 1:

1
j.trl.*O min{PI-d,j.tl+l/E}

j.tl+l=O PI-d

n 1jJ"i~O j.tl+l/E

1jJ"i<O
1TQj.tik+l/E

m - max{PI- rf,j.tl+l/E}

N - min{p2- rl,j.tl+l/ E}

term. The proposed penalty parameter update
rule is

(12)

The value of are separately recommended for
each of the four Regions, which are defined by
using the lower bound of Eq. (II). They are
summarized in Table l. Also, the maximum
scheme and 2d in Eq. (12) represent safeguards
for maintaining the basic role of the penalty
parameters.

In Table I, /:31 and /32 are recommended to have
the values of 5 and 10, which are introduced to
compensate s when the Lagrange multiplier is
zero and to accelerate the feasibility for violated
constraints. The values of S are proposed as
follows

• in Region I, the constraints may have zero
Lagrange multipliers in the feasible region. Thus,
the update rules are defined separately by check
ing whether the Lagrange multipliers are zero or
not. If the Lagrange multiplier is zero, the update
rule follows the conventional concept. Otherwise,
the constraints have the possibility to be more
active. Hence, we employ the minimum between
the value evaluated by the conventional update
rule and that by the suggested update rule.

• in Region II, the constraints are active. Thus,
their penalty parameters are directly updated by
using condition (1J). In this case, we want the
constraints in the interval (- e, 0) to be more
active. Thus, the corresponding penalty parame
ters are selected to be less than that of the con
straints in the interval (0, c).
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• in Region III, the constraints are slightly
violated. In this case, we want to accelerate the
feasibility of the constraints. Hence, we employ
the maximum value between the value evaluated
by the conventional update rule and that by the
suggested update rule .

• in Region IV, the constraints are severely
violated. Hence, the corresponding Lagrange
multipliers may be inaccurate and quite large
because the constraint is remote from an opti
mum. In this case, we use the minimum scheme to
offer relatively larger shifting thresholds.

4. Numerical Experiments and
Discussions

The performance of the proposed penalty
parameter update rule is numerically investigated
by solving six typical dynamic response optimiza
tion problems and comparing the results with
those of the conventional update rule in which the
penalty parameters are imreased by a factor /3
(rrl=p. d, i=l, ..., m), The specific /3 values
selected in this study are 3, 5 and 10.

These four penalty parameter update rules are
implemented in our dynamic response optimizer
IDOL 3.0 (Kim, 1997) based on the ALM
method in which the BFGS method is employed
for finding descending directions and a sequential
polynomial approximation method (Kim and
Choi, 1995) imployed for line search. Also, the
max-value cost function over time interval is
directly handled in these optimizations(Kim and
Choi, 200 I) .

The same numerical procedures are employed
except for the penalty parameter update rule for
direct comparison of the efficiency of the
proposed update rule with those of the conven
tional ones. The Runge-Kutta-Verner fifth-and
sixth-order method is used for dynamic analysis
and the direct differenciation method for design
sensitivity analysis. Simpson's rule is used for the
integration of Eq. (2). The convergence tolerance
(s, cc) are specified as 1.0X 10-4 and 1.0X 10-1 in
all sample problems.

The six typical dynamic response optimization
problems solved in this study are four design

cases of one degree of freedom nonlinear impact
absorber, one design case of two degrees-of-free
dom dynamic absorber, and one design case of
five degrees-of-freedom vehicle suspension sys
tem. One may refer to Haug and Arora (1979) for
detailed information.

4.1 Single degree-of-freedom nonlinear
impact absorber

A single degree-of-freedom nonlinear impact

b1lzl2 I
Mass I
m I

~~il· I
Fig. 5 Nonlinear impace absorber

Table 2 Comparisons of optimization resultsfor the
single degree-of-freedom impact absorber

(a) w= I

Proposed /3=3 /3=5 /3=10

COST 0.5283 0.5283 0.5433 0.5282

NG 11 48 28 32

NF 37 13 84 108

(b) w=2

Proposed /3=3 /3=5 /3=10

COST 0.5972 0.5971 0.5972 0.5969

NG 16 24 25 21

NF 47 66 76 57

(c) w=3

Proposed /3=3 /3=5 /3=10

COST 0.6833 0.6832 0.6832 0.6829

NG 14 28 24 22

NF 46 80 69 62

(d) w=4

Proposed /3=3 /3=5 /3=10

COST 0.7540 0.7540 0.7539 0.7540

NG 14 27 22 21

NF 40 77 62 61
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absorber of Fig. 5 has a fixed mass and two
design variables (b" In.) that represent spring and
damper coefficients, respectively. The system
impacts a fixed barrier at time t=O with a given
initial velocity. The objective is to find b, and In.
that minimize the maximum acceleration of the
mass, subject to a constraint on extreme displace
ment. This example problem is solved for 0)= 1,2,
3 and 4. The initial design values of the design
variables are selected as [0.50, 0.50]. The optim
ization results obtained by using the four update
rules are listed in Table 2, where NG denotes the
number of gradient evaluations, NF the number
of function evaluations and COST the optimum
value of a cost function.

As can be seen in Table 2, the proposed update
rule is more efficient than the conventional ones
in all four design cases. The proposed update rule
can reduce the gradient evaluations by 36-60%
percents and the function evaluations by 35
-55%.

4.2 Linear two degree-of-reedom vibration
isolator

A two degree-of-freedom linear dynamic ab
sorber is shown in Fig. 6. The objective is to find
the damping and spring constants{k, c} that
minimize the peak transient dynamic displace
ment of the main mass for a given excitation
frequency, subject to constraints on transient and
steady state responses and explicit bounds on the
design variables. The optimization results

F sinew t)

Fig. 6 Vibration isolator

obtained by using the four update rules are listed
in Table 3. The initial design values of the design
variable are selected as [1.60, 0.02] and the corre
sponding initial cost value is 3.182.

Table 3 shows that the proposed update rule is
more efficient than the conventional ones. In this
example problem, we can see that the subsequent
iterations of the optimization process by using the
proposed update rule are always in feasible or
active regions through all the ALM iterations.
However, when the conventional update rules are
used, their subsequent iterations are sometimes in
the violated regions.

4.3 Five degree-of-freedom vehicle suspen
sion system

Figure 7 shows a five degree-of-freedom vehi
cle suspension system, which is to be designed to
minimize the extreme acceleration of the driver's
seat for a given vehicle speed and road surface
profile shown in Fig. 8. Spring constants k., k2

and ka and damping coefficients Cb C2 and Ca of
the system are chosen as the design variables. The
motion of the vehicle is constrained so that the
relative displacements between the chassis and
driver's seat, the chassis and the front and rear
axles, and the road surface and front and rear
axles are within given limits. The design variables
are also constrained. The optimization results

Table 3 Comparisons of optimization resultsfor the
two degree-of-freedom impact absorber

Proposed /3=3 /3=5 /3=10

COST 2.3559 2.3649 2.3613 2.3553
NG 13 16 14 20
NF 41 55 54 67

Fig. 7 Five degree of freedom vehicle model
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Fig. 8 Road surface profile

v(y)

360" -t- 144"-l
y

izers employing three conventional update rules.

These comparisons show that the proposed up

date rule is more efficient than the conventional
ones in all six tested problems. Even in a medium
-sized problem, the proposed update rule can

reduce the gradient evaluations by 37-43% and
the function evaluations by 40-43%, compared

with the conventional ones.

Table 4 Comparisons of optimization results for the

five dof vehicle system

Proposed 13=3 13=5 13=10
COST 254.90 255.51 256.99 255.53

NG 17 29 27 30
NF 51 90 88 86

obtained by using the four update rules are listed

in Table 4. The starting values of the design
variable are [100.0,300.0,300.0, 10.0,25.0, 25.0J
and the corresponding initial cost value is 331. 8.

The proposed update rule shows good effi
ciency similar to the above two examples. Even,

in this medium-size problem, the proposed up
date rule can reduce the gradient evaluations by
37-43% and the function evaluations by 40

-43%.

5. Concluding Remarks

In this study, a new penalty parameter update
rule which is based on the value of the Lagrange
multiplier and the degree of constraint activeness,
is presented for the ALM method. The theoretical

background of the suggested update rule is
presented by using the duality theory and the
geometric interpretation of the augmented La
grangian. The scheme otTers a lower bound on the

penalty parameter to make the augmented La
grangian convex and to avoid an excessively fea
sible design, and represents fundamental concepts
of the proposed penalty parameter update rule.

Also, in order to investigate the numerical
performance, this update rule is embedded in the
ALM based dynamic response optimizer. This
optimizer solves six typical dynamic response

optimization problems and the optimization
results are compared with those of other optim-
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